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Background
The Multi-Agent Pathfinding (MAPF) Problems

* Images retrieved from https://www.cs.sfu.ca/~hangma/,  Amazon Robotics and SuperStock.
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Key Challenges

𝑅 𝒂 = 𝟙 Execute +, 𝒂 =⋆

𝒂! = (→, ↑, ↑,→)
𝒂" = (←,→,→, ↑, ↑,→)
𝒂# = (↑,→,→, ↑)
𝑅 𝒂! = 𝑅 𝒂" = 𝑅 𝒂# = 1

Sparse Rewards in Large-scale Reinforcement Learning

Partial Observability

Grid world

Observation encodings from agent’s perspective

Obstacles Agents Heuristic Maps
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Overview
Solution: Hierarchical Reinforcement Learning
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The Proposed Framework

01 Map Partition

Divide the space into a series of 
regions based on hyperparameters.

02 Temporal Abstraction 03

Decompose long-term 
tasks on a temporal scale 
into short-term tasks

1
2
3

Solve constrained multi-
goal multi-agent 
pathfinding problems

partition

Subtask Solver
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Lower-Level Controller
Observation Encoder

Communication Block

Action Network

• Agents positions
• Obstacle positions
• Heuristic encodings
• Last-step messages 

• Hard attention mechanism to 
filter out irrelevant agents

• Soft attention to calculate 
relative importance
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Empirical Analysis on Randomly Generated Datasets

• Success Rates

• Average Steps

• Makespans

• Collisions with Agents

• Collisions with Obstacles

Ø Evaluation Metrics Ø Success Rates Ø Average Steps



8

Empirical Analysis

Does the two-stage attention communication lead to better coordination?

How does the partitioning granularity effect the performance of HELSA?

Ø Success Rates Ø Average Steps

Perform best at 
approximately 
10x10 – 15x15 
region size

Perform best at 
approximately 
10x10 – 15x15 
region size
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Simulation Results
HELSA w/ only low-level controllers

80x80-sized map, 32 agents, 20% obstacle density

HELSA w/ hierarchical controllers
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Simulation Results
HELSA w/ only low-level controllersHELSA w/ hierarchical controllers

GOOD Case!
Succeeded at 122th step

BAD Case!
Agent 16 failed its job
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Simulation Results

Showcase of a challenging 
400x400-sized scenario, with 800 

agents and 32,000 obstacles

All agents reach their destinations 
at the 746th timestep 
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Simulation Results

DCC (R-AL’ 21)HELSA

maze-32-32-2 from mapf.info (SoCS’19, a challenging benchmark), 64 agents
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Simulation Results
warehouse-10-20-10-2-2 from mapf.info (SoCS’19), 256 agents
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